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Introduction

Please state your name, position, employer and address.

My name is William H. Smagula. I am Director of Generation for Public Service
of New Hampshire (PSNH), a subsidiary of Northeast Utilities (NU). My business
address is 780 North Commercial Street, P.O. Box 330, Manchester, New
Hampshire 03105.

Please provide a brief summary of your background.

I received a Bachelor of Science in Mechanical Engineering from the University
of New Hampshire and a Master of Science in Mechanical Engineering from
Northeastern University. I have worked for Public Service Company of New
Hampshire and then Northeast Utilities since 1978. I am a Registered Professional
Engineer in the states of New Hampshire, Connecticut and Massachusetts. My
duties have included Manager of Generation Training for the PSNH system,
Station Manager - Merrimack Station, Steam Production Manager - PSNH,
Director Fossil Generation - The Connecticut Light and Power Company, and
Director, Manage and Operate Services - Northeast Generation Services Company.
In June 2001, I assumed the responsibilities of Director - PSNH Generation in

New Hampshire.
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Have you ever testified before this Commission?
[ have provided similar testimony in many previous Commission proceedings

regarding the operation of PSNH’s fossil-fired and hydroelectric generating plants.

Please describe your responsibilities as Director PSNH Generation.

In my present position, as Director - PSNH Generation, | am responsible for the
operation and maintenance of PSNH’s generating stations. I have responsibility
for three fossil-fired, steam electric generating stations, nine hydroelectric
generating stations, two remote combustion turbine/diesel generator sites, and a
new biomass unit. Generation maintains a diversified fuel portfolio including
fossil, hydro and renewable biomass with a total generation capacity of

approximately 1150 MW.

What is the purpose of your testimony in this proceeding?

The purpose of my testimony is to provide information on all outages that took
place at PSNH’s fossil-fired, biomass-fired, and hydroelectric units and at FPL
Energy’s Wyman Station, Unit No. 4 in which PSNH is a minority owner. This
information will be for the period January 1, 2007 through December 31, 2007. 1
shall also provide information on unit equivalent availability achieved by PSNH’s
fossil units, consistent with reporting provided in previous years. Again as
requested in SCRC Docket 06-068, availability including planned outages will be
calculated consistent with past submittals, as well as similar calculations without

the influence of planned outages.

Generating Unit Operation

Please provide an overview of the performance of PSNH’s generating units in

2007.
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PSNH’s generating units provided total generation in 2007 equal to 4,890,326
MWh. The fleet’s availability was 99.25% during the 30 highest-priced days,
when customers’ exposure to high market prices was the greatest.

The base load units, Merrimack Unit Nos. 1 and 2 and Schiller Unit Nos. 4, 5, and
6, had a base load capacity factor of 8§4.5%, which was 6% higher than PSNH had
modeled in the Default Energy Service calculations. Merrimack Station had its
highest annual generation in its 47-year history with a total generation of
3,283,470 MWh. Merrimack Unit No. 1 contributed to the station’s success with a
97% availability factor resulting in its highest annual generation, producing
953,179 MWh. Merrimack Unit No.1 had no unplanned outages in 2007.
Merrimack Unit No. 2 had its third-highest annual generation in its 38-year
history, producing 2,330,291 MWh, which included two top-ten longest runs.
Schiller Station generated 969,969 MWh, the second highest annual generation in
its 50-year history, and operated its new biomass-fueled boiler for its first full
year. Contributing to the fleet’s renewable energy production, Schiller Unit No. 5
generated 302,359 MWh and the PSNH hydro facilities generated 335,881 MWh.
Newington Station completed the year with a 95.7% equivalent availability factor

and modified its operation throughout the year to maximize value to customers.

PSNH’s generation fleet operated well in 2007 with its Generation team focusing
on plant maintenance, operations, and long-term planning to provide benefit to
customers through reliable, compliant, and cost-effective operations and

management.

Please provide a summary of why the PSNH generating units have continued to
operate exceptionally well, with high reliability and high availability?

The Generation management team continues to focus on four key items important
to long-term operational success: day-in and day-out operation and maintenance of
the units; corrective and preventative maintenance and maintenance conducted

during forced outages; pre-planning and execution of planned maintenance
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outages; and the use of a long-term (5- and 10-year) maintenance and capital
expenditure planning process. The long-term maintenance plans prioritize
equipment maintenance and replacements to sustain reliable plant operations and
are founded on equipment history and ongoing condition assessment. The
generating stations maintain a long-standing preventative maintenance program
which allows for continuous improvement and proactive management of plant
equipment problems to best execute quality maintenance and operation of the

units.

The PSNH Generation group relies on an experienced management team and a
skilled work force utilizing best practices derived from experience within our
facilities as well as working with suppliers, contractors, experts and other
generating plant peers in the industry. The PSNH Generation budgets continue to
emphasize a proper balance between necessary spending in the most critical areas
and being sensitive to the overall cost of production to our customers through the
Energy Service rate, both long-term and short-term. The PSNH Generation group
works hard to ensure that larger maintenance projects are most effectively
executed and that capital investments are best applied to achieve high levels of
plant performance. The PSNH Generation group also gives extensive
consideration to current and emerging environmental rules and regulations, which
continue to challenge the electric utility industry, and looks for opportunities to

cost-effectively manage environmental impacts at each of the facilities.

Finally, PSNH Generation continues to integrate into the above management focus
consideration of recent recommendations by Liberty Consulting including the
areas of contractor control, on-line maintenance, replacement parts inventory, and
redundant equipment to shorten forced outage time. Consistent with the above,
PSNH Generation continues to develop initiatives in the areas of

e sharing information between stations regarding operational errors and

station improvements,
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e creating a process that will be used to address distribution and transmission
groups’ equipment and actions which impact generation, and
e root cause analysis to evaluate unplanned outages at major generating

stations.

Unit Outages and Availabilities

Please provide a list of all unplanned outages that took place during the period
January 1, 2007 through December 31, 2007 for PSNH’s fossil and hydro units as
well as for FPL Energy’s Wyman Station Unit No. 4.

Attachment WHS-1 lists these outages. This listing is similar to the information
submitted in the past, as a reporting requirement for fossil and hydro unit outage

information resulting from discussion with the Staff in Docket No. DR 91-011.

[s there any additional reporting with respect to outages?

Yes. PSNH provides outage reports for all unscheduled outages in excess of two
days at Newington Station, two days for either of the two units at Merrimack
Station, four days for any of the three units at Schiller Station, and four days at
Wyman Station Unit No. 4. These Outage Reports are included as Attachment
WHS-2. In 2007, Merrimack Unit No.1 completed three planned air heater wash
outages in excess of two days and had no forced outages. Newington Station did
not incur any outages at or above the four-day threshold. Finally, as recommended
and agreed to in Docket DE 07-057, brief summaries of a subset of hydro outages
caused by transmission, distribution or protective relay events are also included in

Attachment WHS-2.

Please provide a chronological listing of the outages for which Outage Reports are

provided in the testimony.
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A. The table below provides , in chronological order, the Outage Report number, unit

affected, date and time removed from service, date and time returned to service,

total outage duration, and cause of outage.

OR-2007-1 | Schiller5 | 0442 | 01/02 | 0830 | 01113 | 11.15days | Boiler - vortex finder failure
OR-2007-2 | Merrimack2 | 0740 02/09 0004 02/13 3.68 days | Superheater tube leak
OR-2007-3 | Schiller 5 1640 | 02/09 | 1250 02/16 6.84 days | Boiler - bed agglomeration
OR-2007-4 | Merrimack | | 1621 | 03722 | 0518 03/26 3.54 days | planned maintenance
OR-2007-5 | Schiller 4 1014 | 0326 | 1904 03/30 4.36 days | Superheater tube leak
OR-2007-6 | Schiller 6 1410 | 04729 | 0130 05/07 7.47 days | Generation tube leak
OR-2007-7 | Merrimack2 | 1707 | 0529 | 1922 06/01 3.09 days | Economizer tube leak
OR-2007-8 | Merrimack 1 | 1723 | 06722 | 0334 06/25 242 days | Planned maintenance
OR-2007-9 | Schiller 5 2117 | 06722 | 1335 06/29 6.67 days | planned maintenance
OR-2007-10 | Schiller 5 1251 | 09/03 1015 09/08 4.89 days | Boiler — bed agglomeration
OR-2007-11 | Merrimack I | 1619 | 09720 | 0144 09/24 339 days | planned maintenance
OR-2007-12 | Merrimack2 | 1620 | 0924 | 2153 10/04 10.23 days | Planned maintenance/

feedwater flow nozzle failure
Q. Please provide a brief summary of each of the Outage Reports discussed above.

A. A summary of the Outage Reports follows:

OR-2007-01

This Schiller Unit No. 5 outage was 11.15 days in duration and began on January

2. The unit came off-line when the average temperature of the furnace bed

material was sufficiently low to trip the master fuel switch. A boiler inspection

found that the vortex finders in Cyclones 1 and 5 had broken at the welded support

flanges and fallen to the conical section of the cyclones. This internal element

dislodgement, combined with ash accumulation and pluggage, caused an initial

increase in furnace temperature that led to a loss of furnace bed fluidization. This,

in turn, caused the furnace to cool and the bed sand to form into lumps

(agglomeration), causing additional lack of combustion uniformity and resulting in
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furnace cooling until the low temperature trip set point for the furnace was
reached. The welds attaching the vortex finders to Cyclones 2, 3, 4, and 6 were
also degraded. All vortex finders were removed and the ring flanges on all six
cyclones were removed. The ring flange material was either repaired or replaced.
All weld areas were inspected and either repaired or totally ground out and
rewelded. The vortex finders were reinstalled in the cyclones. Other corrective
and preventive work activities were completed and the unit was returned to service

on January 13.

OR-2007-02

This Merrimack Unit No. 2 outage was 3.68 days in duration and started on
February 9. The unit was removed from service due to a secondary superheater
tube leak. The leak was found on an exterior tube in the secondary superheater
inlet pendant. The failed tube was bent and severed. Adjacent tubes were
damaged by the failed tube and also had to be repaired. The repairs required the
erection of staging and scaffolding for safe access. A total of 64 feet of tube,
including two new lower bends and six welds, were removed and replaced. The

unit was returned to service on February 13.

The cause of the initial tube failure was coal ash corrosion. Because there had
been other secondary superheater tube failures in recent years caused by coal ash
corrosion, Merrimack Station management had completed targeted inspections and
testing during the 2006 and 2007 overhauls and scheduled replacement of this area

of the boiler for the spring 2008 planned overhaul.

OR-2007-03

This Schiller Unit No. 5 outage was 6.84 days in duration and began on February
9. The unit came off-line due to low furnace temperature resulting in a master fuel
trip. The unit had experienced erratic furnace bed temperatures over the prior few

days. It is suspected that a loss of wood feed condition on February 4 on one side
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of the furnace resulted in low furnace temperatures, causing a crust to develop on
the bed. This period of low furnace temperature led to a master fuel trip. Because
residual heat of the boiler was sufficient to supply steam to the generator for a
period of time, the unit was initially kept on-line. After attempts to break up the
crust were unsuccessful, however, station management decided to take the unit

off-line to avoid potential damage to the unit.

Low furnace temperatures had allowed the bed material to agglomerate, requiring
a number of days to remove bed material from the boiler. The boiler inspection
found that two of the six cyclones were plugged with ash and required vacuuming.
Once the bed sand was replaced and the cyclone vacuuming and repairs were
completed, the unit began its start-up activities. During the process, a cyclone
plugged which required the bed material to be removed again. The plugged
cyclone was cleared and the other five cyclones were inspected and found to be

clear. Bed material was replaced and the unit returned to service on February 16.

OR-2007-04

Merrimack Unit No. 1 was taken off-line on March 22 for preventative
maintenance after 107 days of continuous operation that spanned the entire winter
period. This outage lasted 3.54 days. There were multiple factors for removing
the unit from service at this time. First, it was a relatively low-demand period. In
addition, a large number of maintenance items that required a shutdown for
completion had been identified during the long run. Completion of this work
would increase confidence in the ability of Unit 1 to operate through Unit 2°s
annual overhaul in April. During the outage, numerous preventative and
corrective maintenance items were completed including water washing of the 1A
and 1B air heaters, which is required every 3 to 4 months of operation. The unit

was returned to service on March 26.

OR-2007-05
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This Schiller Unit No. 4 outage was 4.36 days in duration and began on March 26.
The unit was taken off-line due to excessive water usage resulting from a
superheater tube leak. The boiler was filled to detect the leak, which was located
in the first pendant of the superheater. The cause of the leak was coal ash
corrosion. The repair was made with a pad weld. To identify any additional leaks,
a hydro test of the boiler was completed following the repair. Another small leak
was found in the superheater section on an existing pad weld. A pad weld repair
was completed and the boiler was refilled to check for any additional leaks. A
small leak was identified at a lower level in the furnace area. After this leak was
pad welded, a final hydro test was completed and the plant was brought on-line on

March 30.

OR-2007-06

This Schiller Unit No. 6 outage was 7.47 days in duration and began on April 29.
The unit was taken off-line due to excessive water usage resulting from tube leaks
in the steam drum area. An inspection was completed. Wet refractory at the
bottom of the steam drum indicated that some of the joints between the generation
tubes and the steam drum penetrations were leaking. Boilermakers re-rolled 24
tubes. A hydro test was initiated to locate any additional leaks. A small leak was
discovered in a generation tube weld. Operators stopped the hydro test and
drained the boiler below the level of the leak. The tube was repaired and the hydro

test was continued. This hydro test indicated new generation tube roll leaks.

The manufacturer of the tube rolling equipment was brought on-site to confirm
that the tube rolling equipment was sized and being used correctly. Once this was
confirmed, all 240 generation tube joints at the steam drum penetrations were
rolled twice and extra measurements taken to ensure that the rolls were correct. A
boiler hydro was completed to determine if other tube joint rolls were leaking.

Additional leaks were found at the screen tube and roof tube rolled joints on the
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steam drum. These tubes were re-rolled and the hydro test was successfully

completed. The unit was returned to service on May 7.

OR-2007-07

This Merrimack Unit No. 2 outage was 3.09 days in duration and started on May
29. The unit was taken off-line due to excessive water usage resulting from an
economizer tube leak. The boiler inspection found three leaks in the economizer.
An original weld on a top tube had eroded as a result of coal ash corrosion and
caused subsequent damage to five other tubes below it. Three repairs were made
with Dutchmen and three with pad welds. The boiler pressure check was

successful and the unit was brought back on-line on June 1.

The economizer sections are original plant equipment and are 39 years old.
Recognizing the potential for leakage due to age and susceptibility to coal ash
corrosion, the station has been conducting enhanced inspection and testing of the

economizer during each overhaul since 2006.

OR-2007-08

Merrimack Unit No. 1 was removed from service on June 22 to conduct
preventative maintenance after an 89-day run. The need for an air heater wash
was apparent, based on pressure drop increase and time on-line. To avoid outages
during the high-demand summer period, ISO-NE was contacted and a weekend
outage planned with the unit being removed Friday evening. This maintenance
outage lasted 2.42 days. A considerable number of maintenance items on the
outage back log list were completed. Water washing of the 1A and 1B air heaters,
as typically required every three to four months of operation, governed the
outage’s critical path. This maintenance outage was intended to enable the unit to
run successfully through the upcoming summer peak period. The unit was

returned to service on June 25.

10
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OR-2007-09

This Schiller Unit No. 5 outage was 6.67 days in duration and began on June 22.
This maintenance outage was coordinated with ISO-NE to complete a number of
boiler maintenance items which had been identified over a six-to-eight-week
period. The new boiler had experienced periodic high cyclone temperatures as
well as air and fuel swings which were limiting the firing capability and often
causing reductions in boiler steam output. PSNH, along with the boiler
manufacturer, Alstom, had completed a number of on-line efforts to resolve the
operational constraints by modifying boiler control system logic. These
adjustments resulted in boiler performance improvements. However, during the
outage a number of additional activities were conducted to further improve
performance of the unit, including inspecting the primary air system, cleaning the
tuyeres, replacing the bed material, and cleaning and inspecting the cyclones.
Other corrective and maintenance activities were completed and the unit was

returned to service on June 29.

OR-2007-10

This Schiller Unit No. 5 outage was 4.89 days in duration and began on September
3. The unit was removed from service due to an agglomeration of the bed material
which significantly impacted boiler performance. The station had been monitoring
high circulating water discharge temperatures for a couple of weeks. To improve
the water discharge temperature, a water box cleaning was planned for September
2. During a water box cleaning, one half of the condenser is isolated which
requires steam flow and load to be reduced, which further requires operators to
reduce fuel input and remove bed material from the boiler. While bringing the
plant through this transition, operators also monitor air flow differential pressure
(DP) across the furnace bed in order to ensure that the appropriate bed temperature
for the plant condition is maintained. Cleaning one half of the water boxes at a

time is not uncommon at Schiller Station, but brand new when being done in

11
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conjunction with operation of the new wood boiler and its significantly different

operational characteristics.

During the transition, the boiler began to experience temperature and pressure
swings. Though the boiler was stabilized, indications were that bed material
problems had developed. A number of on-line solutions to correct bed material
consistency were attempted. However, it was determined that the unit should be

brought off-line to correct the problem.

The boiler was inspected. The bed material had enough agglomeration to
necessitate removal by manually vacuuming the tuyere area. It took
approximately four days to replace the estimated 100 tons of bed material in the
furnace. A number of other inspections and repairs were performed while the unit
was off-line to maximize unit performance and operations. Once complete, the

unit was returned to service on September §.

OR-2007-11

Merrimack Unit No. 1 was taken off-line on September 20 for 3.39 days to
perform preventative maintenance following an 81-day run through the summer
peak period. Water washing of the 1A and 1B air heaters was required and
dictated the critical path. A boiler inspection was completed. Work activities that
had accumulated on the maintenance outage back log list were completed. After
completion of this maintenance outage and its return to service on September 24,

the unit ran continuously for the remainder of the year.

OR-2007-12

This Merrimack Unit No. 2 outage was 10.2 days in duration. The unit initially
came off-line on September 24 for planned maintenance after operating for 113
consecutive days through the summer peak load period. A number of maintenance

activities had accumulated on the outage backlog list after an extensive run of

12
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nearly 4 months. A boiler inspection was completed, a number of routine
inspections and cleanings were completed, and a number of other repair activities

were performed.

During startup from the maintenance outage on September 28, operators observed
that feedwater flow was not consistent with other plant parameters. This

feedwater flow information and signal is a critical operational parameter that must
be available for unit operation. The start-up was stopped to investigate the
problem. A boroscope examination revealed that the feedwater flow nozzle,
located inside the feedwater line, had become detached. The flow nozzle is the
sensing device from which the flow measurement is calculated. The repair
consisted of removing about 14 feet of the heavy-walled feedwater line and then
repairing and re-welding the nozzle to the inside of the feedwater line section. The
repaired nozzle, attached to the feedwater line section, then was shipped to Alden
Laboratories in Massachusetts for calibration. When the flow nozzle/pipe
assembly returned, the heavy-walled feedwater pipe section was welded back in
place, radiographically inspected, and stress relieved. In parallel with this repair, a
spare flow nozzle was ordered, and a new one was manufactured by the station’s
machine shop as part of a contingency plan. As a result of this incident, a program
to inspect and replace other flow nozzles throughout the system was implemented.

The unit returned to service on October 4.

Do you have any additional reporting requirements associated with this submittal?
Yes. PSNH Generation completed and submits herein an assessment of the
Merrimack Unit No. 1 scheduled overhaul frequency as discussed in the Liberty
Auditing consultant’s testimony and summarized in the settlement agreement. The

report is included in attachment WHS-4 of this testimony.

Does this conclude your testimony?

Yes, it does.

13



ATTACHMENT WHS - 1

LIST OF UNIT OUTAGES
AND
SCHEDULED OUTAGE PERIODS



PUBLIC SERVICE COMPANY OF NEW HAMPSHIRE
MERRIMACK 1 - UNIT OUTAGE LIST
JANUARY TO DECEMBER 2007

OUTAGE START OUTAGE STOP

DATE TIME DATE TIME DAYS REASON
3/22 1621 3/26 0518 3.5 Planned Maintenance
6/22 1723 6/25 0334 24 Planned Maintenance
9/20 1619 9/24 0145 3.4 Planned Maintenance

TOTAL OUTAGE DOWN TIME 9.4



OUTAGE START

PUBLIC SERVICE COMPANY OF NEW HAMPSHIRE
MERRIMACK 2 - UNIT OUTAGE LIST
JANUARY TO DECEMBER 2007

OUTAGE STOP

Superheater Tube Leak

Scheduled Maintenance Outage

Generator Voltage Swing / Phase Imbalance
Boiler Feed Pump

Economizer Tube Leak

[SO Transmission Constraint

Planned Maintenance / Feedwater Flow Nozzle

DATE TIME DATE TIME DAYS REASON

219 0740 2/13 0004 3.7
417 1401 5/22 0017 34.4
5122 1542 5/23 0032 0.4
5/23 1443 5/25 0622 1.7
5/29 1707 6/1 1922 3.1
6/2 0703 6/3 0604 1.0
9/24 1620 10/4 2153 10.2

TOTAL OUTAGE DOWN TIME  54.4



PUBLIC SERVICE COMPANY OF NEW HAMPSHIRE
MERRIMACK CT1 - UNIT OUTAGE LIST
JANUARY TO DECEMBER 2007

OUTAGE START OUTAGE STOP

DATE TIME DATE TIME DAYS REASON
1/3 0815 1/3 1202 0.2 Other Fuel System Problems
1/9 1450 110 1430 1.0 Other Jet Engine Problems
2/10 0855 2/10 0902 0.0 Other Jet Engine Problems
3/6 0702 3/6 0733 0.0 Other Fuel System Problems
41 0400 4/11 1642 10.5 Other Fuel System Problems
5/11 0500 5/M11 1800 0.5 Switchyard Transformers & Assoc. Cooling Sys.
6/7 1000 6/7 1210 0.1 Switchyard Protection Devices
7129 0500 7/29 0729 0.1 Other Switchyard or High Voltage Sys Problems
10/20 0700 10/20 1726 0.4 Lube Oil System - General
1110 0700 11/10 1415 0.3 Generator Bearings and Lube Oil System

TOTAL OUTAGE DOWN TIME ~ 13.2



PUBLIC SERVICE COMPANY OF NEW HAMPSHIRE
MERRIMACK CT2 - UNIT OUTAGE LIST
JANUARY TO DECEMBER 2007

OUTAGE START OUTAGE STOP

DATE TIME DATE TIME DAYS REASON
13 0815 1/3 1202 0.2 Other Fue! System Problems
1/20 1745 1/20 1917 0.1 Other Gas Turbine Problems
4/ 0400 4/11 1519 10.5 Other Fuel System Problems
4/11 1520 4/14 1452 3.0 Miscellaneous Electrical Failures
5/11 0500 5/11 1800 0.5 Switchyard Transformers & Assoc. Cooling Sys.
6/7 1000 6/7 1210 0.1 - Switchyard Protection Devices

TOTAL OUTAGE DOWN TIME ~ 14.3



PUBLIC SERVICE COMPANY OF NEW HAMPSHIRE
NEWINGTON 1 - UNIT OUTAGE LIST
JANUARY TO DECEMBER 2007

OUTAGE START OUTAGE STOP

DATE TIME DATE TIME DAYS REASON
317 0000 3/7 0150 0.1 Boiler - Low Pressure Fuel Oil Trip Valve
3/31 0000 4/14 0645 14.3 Scheduled Maintenance Outage
8/1 1042 8/1 1433 0.2 Boiler - Low Drum Level
10/3 1730 10/4 0915 0.7 Burner Management System (BMS)
12/10 0701 12/10 0839 0.1 BMS - Auxiliary Air Damper Relay

TOTAL OUTAGE DOWN TIME  156.2



PUBLIC SERVICE COMPANY OF NEW HAMPSHIRE
SCHILLER 4 - UNIT OUTAGE LIST
JANUARY TO DECEMBER 2007

OUTAGE START OUTAGE STOP .

DATE TIME DATE TIME DAYS REASON
1/20 0641 1/20 1930 0.5 Induced Fan Motor Leads
317 2308 3/18 0105 0.1 Burner Management System (BMS)
3/26 1014 3/30 1904 4.4 Superheater Tube Leak
4/25 0630 4/25 1405 ‘ 0.3 Transformer Interruption
517 1011 517 1550 0.2 BMS - Faulty Draft Pressure Switch
7/10 0400 7/10 0425 0.0 Coal Pulverizer Pluggage
8/31 1055 8/31 1210 0.1 BMS - Boiler Feed Pump - Oil Pump
1072 0320 10/5 1855 3.6 Generation Tube Leak

TOTAL OUTAGE DOWN TIME 9.3



OUTAGE START

PUBLIC SERVICE COMPANY OF NEW HAMPSHIRE
SCHILLER 5 - UNIT OUTAGE LIST
JANUARY TO DECEMBER 2007

DATE TIME
172 0442
118 1125
1/31 0206
2/4 0610
2/9 1640
2/18 1825
2/18 2135
3/ 1045
3/12 0705
318 2230
4/11 1846
4/15 0435
4/24 1111
4/25 0630
4/26 1032
5/22 0410
6/22 2117
7123 2050
9/3 1251
10/20 0737

OUTAGE STOP

Boiler - Cyclone Vortex Finders
Throttle Valve Flange Leak
Loss of Fuel - Wood Supply
Wood Fuel Feeder Pluggage
Boiler - Bed Pluggage

Loss of Fuel - Wood Supply
Boiler - Low Steam Pressure
Wood Fuel Feeder Pluggage
High Cyclone Temperatures
Wood Feeder Chain Failure
Vibration - Forced Draft Fan
Scheduled Maintenance Outage
Boiler - Furnace Pressure
Transformer Interruption

480V Circuit Breaker Failure
Forced Draft Fan Silencer
Planned Maintenance

Boiler - Bed Material

Boiler - Bed Material

Scheduled Maintenance Outage

DATE TIME DAYS REASON
113 0830 1.2
119 1541 1.2
1/31 0800 0.2
2/4 0755 0.1
2/16 1250 6.8
2118 2125 0.1
2/19 0058 0.1
311 1705 0.3
312 1125 0.2
3/19 0250 0.2
4711 2105 0.1
4/22 2235 7.8
4/24 1212 0.0
4/26 0705 1.0
4/26 1710 0.3
5/23 0650 1.1
6/29 1335 6.7
7127 1310 3.7
9/8 1015 4.9
11/5 2320 16.7

TOTAL OUTAGE DOWN TIME  62.6



PUBLIC SERVICE COMPANY OF NEW HAMPSHIRE
SCHILLER 6 - UNIT OUTAGE LIST
JANUARY TO DECEMBER 2007

OUTAGE START OUTAGE STOP

DATE TIME DATE TIME DAYS REASON
1712 1043 116 0044 3.6 Generation Tube Leak
219 2141 2/22 0001 21 Generation Tube Leak
3/6 2155 4/12 1215 36.6 Scheduled Maintenance Outage
4/25 0630 4/25 2240 0.7 Transformer Interruption
4/29 1410 517 0130 7.5 Generation Tube Leak
5/8 1346 5/8 1435 0.0 Boiler Management System - Loss of Flame
6/6 1145 6/10 0855 3.9 Miscellaneous Tube Leaks
6/18 1123 6/20 1745 2.3 Superheater Tube Leak
9/3 0522 9/7 0253 ' 3.9 Generation Tube Leak

TOTAL OUTAGE DOWN TIME  60.5



PUBLIC SERVICE COMPANY OF NEW HAMPSHIRE
SCHILLER CT1 - UNIT OUTAGE LIST
JANUARY TO DECEMBER 2007

OUTAGE START OUTAGE STOP

DATE TIME DATE TIME DAYS REASON

3/6 0733 3/6 1050 0.1 Loss of Gas Supply
4/2 1100 4/2 1714 0.3 Faulty Vibration Probe
4/9 0001 4/12 1447 3.6 Annual Inspection

6/14 0700 6/14 1300 0.3 Planned Maintenance
8/3 1358 8/3 1427 0.0 Miscellaneous Electrical Failures
o7 1428 9/7 1534 0.0 Low Lube Oil Level

12/1 1639 12/3 0832 1.7 Speed Controller

12/13 1800 12/14 1005 0.7 Starting Sequence Difficulty

TOTAL OUTAGE DOWN TIME 6.7



OUTAGE START

PUBLIC SERVICE COMPANY OF NEW HAMPSHIRE
WYMAN 4 - UNIT OUTAGE LIST
JANUARY TO DECEMBER 2007

DATE TIME
117 2337
1/22 1652
1/28 0900
2/13 0500
9/20 0437
11/5 0656
11/5 1534
12/2 1026
12/18 1735

OUTAGE STOP

Boiler Feed Pump Control

Boiler Feed Pump Control

Turbine Hydraulic Control

Fuel Oil Trip Valve Position Indication Relay
Boiler - Low Furnace Pressure Setpoint
Burner Valve Paosition Limit Switch

Loss of Power to Draft Fan Control

l.oss of Flow Input to Fuel Oil Control System

Improper Feedwater Heater Opération

DATE TIME DAYS REASON
1/18 0000 0.0
1/22 1921 0.1
1/28 0925 0.0
2/13 0700 0.1
9/20 0652 0.1
11/5 0830 0.1
11/5 1550 0.0
12/2 1159 0.1
12/18 1800 0.0

TOTAL OUTAGE DOWN TIME 0.5



2007 Outages

PSNH Hydro, White Lake and Lost Nation
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Amoskeag | 1 1/29/07 7:43 | 1/29/07 13:09 | 5.43 0.23 N S Annual Inspection
Amoskeag | 1 2/23/07 9:23 | 2/23/07 13:17 | 3.90 0.16 N S Oil Change
Amoskeag | 1 | 4/9/07 13:26 | 4/9/07 14:35 1.15 0.05 Y S UPS Installation
Amoskeag | 1 4/11/07 6:00 | 4/11/07 6:33 0.55 0.02 Y F Line Fault
Amoskeag | 1 7/23/07 7:00 | 7/27/07 12:53 | 101.88 | 4.25 N S Annual Inspection
Amoskeag | 1 | 8/20/07 17:49 | 8/20/07 20:00 | 2.18 0.08 N F Relay failure
Amoskeag | 1 9/29/07 5:00 | 9/30/07 21:26 | 4043 | 1.68 N S S/S Maintenance
Amoskeag | 2 | 1/30/07 13:02 | 2/2/07 12:43 | 71.68 | 2.99 N S Annual Inspection
Amoskeag | 2 4/9/07 9:56 4/9/07 10:56 1.00 0.04 Y S UPS Installation
Amoskeag { 2 | 4/11/076:00 | 4/11/07 6:33 0.55 0.02 Y F Line Fault
Amoskeag | 2 | 6/11/07 13:24 | 6/11/07 13:34 0.17 0.01 Y F Pond Control Testing
Amoskeag | 2 | 7/10/07 6:17 | 7/10/07 6:58 0.68 0.03 N F Low Oii Levei
Amoskeag | 2 | 7/15/07 14:17 | 7/15/07 14:45 | 0.47 0.02 N F Low Oil Level
Amoskeag { 2 | 9/29/07 5:00 | 9/30/07 21:26 | 40.43 1.68 N S S/S Maintenance
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Amoskeag | 3 2/5/07 9:09 2/8/07 13:12 76.05 3.17 N S Annual Inspection
Amoskeag | 3 | 3/18/07 13:41 | 3/18/07 17:24 | 3.72 0.15 Y F Relay failure
Amoskeag | 3 | 4/11/07 6:00 | 4/11/07 6:33 0.55 0.02 Y F Line Fault
Amoskeag | 3 | 6/11/07 13:26 | 6/11/07 13:34 0.13 0.01 Y F Pond Control Testing
Amoskeag | 3 | 6/21/07 14:10 | 6/21/07 14:18 0.13 0.01 Y F Pond Control Testing
Amoskeag | 3 | 7/10/07 6:23 | 7/10/07 7:25 1.03 0.04 N F Relay failure
Amoskeag | 3 | 9/29/07 5:00 | 9/30/07 21:26 | 40.43 1.68 Y S S/S Maintenance
Ayers 1 | 3/31/07 17:28 | 3/31/07 18:04 | 0.60 003 | Y F Line Fault
Ayers 1 5/22/07 9:00 | 5/22/07 10:16 1.27 0.05 Y F Relay failure
Ayers 1 6/25/07 6:30 | 6/27/07 14:00 | 55.50 2.31 N S Annual Inspection
Ayers 1 10/1/07 7:00 | 10/5/07 21:00 | 110.00 | 4.58 N S S/S Maintenance
Ayers 1 { 10/7/07 12:38 | 10/7/07 14:00 1.37 0.06 N F High Qil Level
Ayers 2 | 3/31/07 17:28 | 3/31/07 17:47 | 0.32 0.01 Y F Line Fault
Ayers 2 | 5/23/07 18:46 | 5/23/07 19:51 1.08 0.05 Y F High bearing temp
Ayers 2 | 6/18/07 8:00 | 6/21/07 14:02 { 78.03 3.25 N S Annual Inspection
Ayers 2 10/1/07 7:00 | 10/5/07 21:00 | 110.00 | 4.58 N S S/S Maintenance
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Ayers 3 | 3/31/07 17:28 | 3/31/07 17:51 0.38 0.02 Y F Line Fault
Ayers 3 5/8/07 5:39 5/8/07 15:13 9.57 0.40 Y F Control System
Ayers 3 | 5/14/07 3:45 | 5/18/07 16:25 | 108.67 | 4.53 Y S Annual Inspection
Ayers 3 | 5/29/07 13:05 | 5/29/07 13:25 0.33 0.01 N F Incomplete start
Ayers 3 | 10/1/07 7:00 | 10/5/07 21:00 | 110.00 | 4.58 Y S S/S Maintenance
Ayers 3 | 10/27/07 17:02| 10/27/07 18:17| 1.25 0.05 Y F Incomplete start
Canaan 1 1/6/07 15:52 1/6/07 18:18 2.43 0.10 Y F Line Fault
Canaan 1 3/23/07 0:19 3/23/07 4:09 3.83 0.16 Y F Line Fault
Canaan 1 | 4/16/07 10:01 | 4/16/07 12:02 | 2.02 0.08 Y F Line Fault
Canaan 1 | 4/16/07 13:30 | 4/17/07 9:02 19.53 0.81 Y F Line Fault
Canaan 1 | 4/21/07 17:54 | 4/21/07 20:45 | 2.85 0.12 Y F Line Fault
Canaan 1 | 5/10/07 18:31 | 5/10/07 20:30 1.98 0.08 Y F Line Fault
Canaan 1 6/18/07 8:18 | 7/13/07 13:40 | 605.37 | 25.22 Y S Annual Inspection
Canaan 1 8/6/07 13:05 8/6/07 13:18 0.22 0.01 Y F Line Fault
Canaan 1 | 8/25/07 10:26 | 8/25/07 14:19 3.88 0.16 Y F Line Fault
Canaan 1 | 8/25/07 10:26 | 8/27/07 8:49 | 46.38 1.93 Y F Line Fault
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Canaan 1 | 9/27/07 15:42 | 9/27/07 16:58 1.27 0.05 Y F Line Fault
Eastman 1 1/6/07 2:56 1/6/07 7:18 4.37 0.18 Y F Unit tripped after phasing
Eastman 1 1/17/07 0:08 117107 1:35 1.45 0.06 Y F Incomplete start
Eastman | 1 | 2/7/0715:36 | 2/7/0715:42 | 0.0 | 0.00 | Y Folow bea“”ﬁoc\:/m“”g water
Eastman | 1 | 2/21/07 20:08 | 2/21/07 21:.00 | 0.87 0.04 N F High Sump Alarm
Eastman | 1 5/14/07 9:43 | 5/14/07 14:50 | 5.12 0.21 Y F Incomplete start
Eastman 1 | 5/25/07 17:38 | 5/25/07 19:33 1.92 0.08 N F Overspeed
Eastman 1 7/23/07 8:20 | 8/13/07 10:37 | 506.28 | 21.10 N S Annual Inspection
Eastman 1 9/16/07 5:00 9/16/07 6:00 1.00 0.04 N F Incomplete start
Eastman | 2 2/7/07 9:26 2/7/07 16:24 6.97 0.29 N S Oil Change
Eastman | 2 | 2/19/07 23:07 | 2/20/07 11:05 | 11.97 | 0.50 N F High Oil Level
Eastman | 2 | 2/28/07 10:28 | 3/1/07 15:00 | 28.53 1.19 N S Control System
Eastman | 2 | 3/15/07 6:17 | 3/15/07 7:40 1.38 0.06 Y F Incomplete start
Eastman | 2 | 3/16/07 11:47 | 3/16/07 13:26 1.65 0.07 Y F Control System
Eastman | 2 | 3/17/07 16:07 | 3/17/07 17:40 1.55 0.06 Y F Control System
Eastman | 2 | 3/17/07 20:50 | 3/17/07 21:30 | 0.67 0.03 Y F Control System
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Eastman | 2 | 4/3/07 12:15 | 4/3/07 14:35 2.33 0.10 Y S Oil Change
Eastman | 2 4/5/07 2:00 4/5/07 5:26 3.43 0.14 Y F Low Oil Pressure
Eastman | 2 | 4/10/07 11:07 | 4/10/07 12:20 1.22 0.05 N F Control System
Eastman | 2 | 5/31/07 20:26 | 5/31/07 22:13 1.78 0.07 N F Line Fault
Eastman 2 6/5/07 13:17 6/5/07 17:01 3.73 0.16 Y F Line Fault
Eastman | 2 | 7/15/07 14:39 | 7/15/07 16:00 1.35 0.06 N F Line Fault
Eastman | 2 8/7/07 20:16 8/7/07 22:29 222 0.09 N F Incomplete start
Eastman | 2 | 9/17/07 7:.00 | 9/25/07 11:30 | 186.50 | 8.19 N S Annual Inspection
Eastman | 2 |11/26/07 12:43]11/26/07 15:43] 3.00 0.13 Y F High Oil Level
Garvins 1 1/1/07 0:00 1/16/07 14:14 | 374.23 | 15.59 Y S Carryover from 06
Garvins 1 | 1/16/07 14:15 | 1/16/07 17:11 2.93 0.12 Y F Oil Leak
Garvins 1 1/19/07 9:25 1/19/07 9:34 0.15 0.01 Y F Low Qil Pressure
Garvins 1 4/16/07 7:48 | 4/16/07 8:20 0.53 0.02 Y F Line Fault
Garvins 1 | 5/21/07 15:18 | 5/21/07 16:58 1.67 0.07 Y F Low Oil Pressure
Garvins 1 5/22/07 8:47 5/22/07 9:37 0.83 0.03 Y F Low Oil Pressure
Garvins 1 110/13/07 23:00} 10/14/07 0:40 1.67 0.07 N F Incomplete start
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Garvins 1 | 10/20/07 7:19 | 10/21/07 17:50| 34.52 1.44 Y S S/S Maintenance
Garvins 2 1/6/07 10:23 1/6/07 12:04 1.68 0.07 Y S Annual Inspection
Garvins 2 | 116/07 12:43 | 1/16/07 14:25 1.70 0.07 Y S Annual Inspection
Garvins 2 3/13/07 7:52 | 3/13/07 14:24 6.53 0.27 N S Inspection
Garvins 2 | 10/20/07 7:19 | 10/21/07 17:37| 34.30 1.43 Y S S/S Maintenance
Garvins 2 | 12/24/07 10:45 | 12/24/07 11:25] 0.67 0.03 N F Incomplete start
Garvins 3 | 6/11/07 0:00 | 6/15/07 12:42 | 108.70 | 4.53 N S Annual Inspection
Garvins 3 | 6/17/07 10:59 | 6/17/07 12:45 1.77 0.07 N F High bearing temp
Garvins 3 | 6/27/07 18:43 | 6/27/07 20:23 1.67 0.07 N F High bearing temp
Garvins 3 | 7113/07 23:03 | 7/14/07 8:14 9.18 0.38 N F Controf System
Garvins 3 | 10/20/07 7:19 | 10/21/07 17:20| 34.02 1.42 Y S S/S Maintenance
Garvins 4 | 2/22/07 9:00 | 2/22/07 11:00 | 2.00 0.08 N S High Oil Level
Garvins 4 | 2/28/07 12:13 | 2/28/07 14:30 | 2.28 0.10 Y F Line Fault
Garvins 4 3/5/07 7:13 3/5/07 17:52 | 10.65 | 0.44 Y S Line Fault
Garvins 4 | 7/16/07 8:00 | 7/20/07 11:34 | 99.57 4.15 N S Annual Inspection
Garvins 4 | 10/20/07 7:19 | 10/21/07 17:23| 34.07 1.42 Y S S/S Maintenance




o w |& | @
3 T |E |3
E I [m] 2 b
@
Q0 ! c L e
[ o o= [4]
E | pate & i Date & Ti 2 S (22|92
Site | 3| “aes tme | bate & ime | g £ |85| 5% | Cause of Outage
Z OFF line ON line £ 3 =222
= a e sz
o <
5 ® | 5 |5 |3
5 o & 5
(o] = 1
Gorham 1 1/27/07 3:50 1/28/07 6:39 | 26.82 1.12 N F Low flow
Gorham 1 | 10/15/07 7:59 | 10/19/07 13:33| 101.57 | 4.23 N S Annual Inspection
Gorham 1 | 10/22/07 7:53 | 10/26/07 17:09] 105.27 | 4.39 Y S S/S Maintenance
Gorham 1 | 11/20/07 9:47 | 11/20/07 13:53| 4.10 0.17 Y S S/S Maintenance
Gorham 2 | 10/15/07 7:59 | 10/19/07 13:34| 101.58 | 4.23 Y S Annual Inspection
Gorham 2 | 10/22/07 7:53 | 10/26/07 17:09| 105.27 4.379 Y S S/S Maintenance
Gorham 2 | 11/20/07 9:47 | 11/20/07 13:58| 4.18 0.17 Y S S/S Maintenance
Gorham 3 1/8/07 7:30 1/8/07 10:15 275 0.11 Y F Control System
Gorham 3 7/23/07 7:00 8/9/07 11:57 | 412.95 | 17.21 N S Annual Inspection
Gorham 3 | 10/22/07 7:53 | 10/26/07 17:10| 105.28 | 4.39 Y S S/S Maintenance
Gorham 3 | 11/20/07 9:48 | 11/20/07 14:00| 4.20 0.18 Y S S/S Maintenance
Gorham 4 8/27/07 7:46 | 8/29/07 14:15 | 54.48 2.27 N S Annual Inspection
Gorham 4 | 10/22/07 7:53 | 10/26/07 17:10| 105.28 | 4.39 Y S S/S Maintenance
Gorham 4 | 11/20/07 9:47 | 11/20/07 14:08| 4.35 0.18 Y S S/S Maintenance
Hooksett | 1 | 2/28/07 12:13 | 2/28/07 12:56 | 0.72 0.03 Y F Line Fault
Hooksett | 1 4/5/07 3:12 4/5/07 4:12 1.00 0.04 Y F Line Fault
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Hooksett | 1 | 7/15/07 16:46 | 7/15/07 18:18 1.53 0.06 Y F Line Fault
Hooksett | 1 8/6/07 7:00 | 12/7/07 15:00 | 2960.00 123.33 I S Major Overhaul
Hooksett | 1 |12/13/07 13:13112/13/07 13:42| 0.48 0.02 Y F Testing
Jackman | 1 4/5/07 0:44 4/5/07 1:47 1.05 0.04 Y F Line Fault
Jackman | 1 4/5/07 2:40 4/5/07 2:45 0.08 0.00 Y F Line Fault
Jackman | 1 4/5/07 3:12 4/5/07 4:12 1.00 0.04 Y F Line Fault
Jackman | 1 4/5/07 5:30 4/5/07 5:35 0.08 0.00 Y F Line Fault
Jackman 1 4/5/07 5:50 4/5/07 5:55 0.08 0.00 Y F Line Fault
Jackman | 1 4/5/07 6:32 4/5/07 7:20 0.80 0.03 Y F Line Fault
Jackman 1 4/5/07 8:50 4/5/07 8:59 0.15 0.01 Y F Line Fault
Jackman 1 6/2/07 17:11 6/2/07 18:37 1.43 0.06 Y F Line Fault
Jackman | 1 | 6/11/07 17:20 | 6/11/07 18:42 1.37 0.06 Y F Line Fauit
Jackman | 1 8/20/07 7:00 | 10/31/07 16:00( 1737.00| 72.38 N S Annual Inspection
Jackman | 1 | 11/2/07 11:50 | 11/2/07 11:54 0.07 0.00 Y F High bearing temp
Jackman 1 11/8/07 9:44 | 11/19/07 15:49| 270.08 | 11.25 Y F High bearing temp
Jackman | 1 | 11/29/07 14:52|11/29/07 16:15( 1.38 0.06 Y S Testing
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Jackman | 1 | 11/30/07 9:14 | 11/30/07 11:20| 2.10 0.09 Y F Relay operation
Jackman | 1 |12/20/07 13:30| 12/29/07 8:00 | 210.50 | 8.77 N F High bearing temp
Lost Nation| 1 1/18/07 7:19 1/18/07 8:43 1.40 0.06 | N/A F Control System
Lost Nation| 1 | 1/20/07 17:06 | 1/29/07 13:19 | 212.22 | 8.84 N/A F Low fuel oil pressure
Lost Nation| 1 3/6/07 7:01 3/6/07 8:01 1.00 0.04 | NA F Incomplete start
Lost Nation] 1 5/7/07 8:00 5/11/07 23:59 | 111.88 | 4.67 N/A S Annual Inspection
Lost Nation| 1 5/12/07 0:00 | 5/21/07 13:04 | 229.07 | 9.54 N/A F Annual Inspection
Smith 1 1/8/07 8:45 1/8/07 20:17 11.53 0.48 Y S Testing
Smith 1 1/9/07 9:44 1/9/07 10:41 0.95 0.04 Y S Testing
Smith 1 | 1/10/07 10:23 | 1/10/07 14:00 | 3.62 0.15 Y S Testing
Smith 1 1/12/07 8:27 | 1/12/07 12:48 | 4.35 0.18 Y S Testing
Smith 1 | 4/11/07 11:21 | 4/11/07 11:40 | 0.32 0.01 Y S Testing
Smith 1 9/22/07 7:07 | 9/29/07 11:12 | 172.08 | 7.17 Y S S/S Maintenance
Smith 1 | 10/17/07 6:10 | 10/18/07 15:06| 32.93 1.37 Y S S/S Maintenance
White Lake| 1 | 1/25/07 10:00 | 1/25/07 18:30 | 8.50 0.35 | N/A F Incomplete start
White Lake| 1 2/20/07 8:00 | 2/22/07 16:15 | 56.25 | 2.34 | N/A S Annual Inspection
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White Lake] 1 | 6/2/07 12:31 6/2/07 21:30 8.98 0.37 N/A F Vibration Alarm
White Lake | 1 8/7/07 8:00 8/7/07 14:30 6.50 0.27 N/A S Testing
White Lake | 1 | 8/25/07 20:45 | 8/25/07 21:40 0.92 0.04 N/A F Line Fault
White Lake] 1 10/8/07 0:00 | 11/17/07 19:15| 979.25 | 40.80 | N/A S New Equip Installation
White Lake| 1 | 12/1/07 16:30 | 12/1/07 18:30 2.00 0.08 N/A F Incomplete start
White Lake| 1 |12/13/07 17:00| 12/13/07 19:30( 2.50 0.10 N/A F Incomplete start
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PSNH
FOSSIL STATION OUTAGE REPORT

Outage Report No.: OR-2007-01 (SR5-01)

Station/Unit: Schiller Unit No. 5
Dates: January 2 — January 13, 2007
Duration: 11.15 days

Immediate Cause:
The Unit came off-line due to a master fuel trip caused by low furnace bed average
temperature.

Discussion/Remedy:

On December 30, 2006, prior to the outage, one of the two wood feeders experienced a
drive chain failure, causing the unit to operate on only one wood feeder. The start-up
burner was lit to maintain furnace temperatures. The chain was replaced and the second
feeder was put back in service. Over the next couple of days, some of the bed
thermocouples began to experience low temperatures. In addition, about one day prior to
the outage, the bed ash drain line plugged which prevented any ash from flowing out of
the furnace. This pluggage could not be cleared while on-line. This ultimately caused
the average bed material temperature to lower to a point to cause a master fuel trip, which
resulted in the unit coming off-line.

Once off-line, the unit was vented and drained while the forced draft and induced draft
fans were left in operation to cool the boiler and allow access for inspection and repair.
Two crews were quickly established to work the day and night shifts. As soon as the unit
conditions allowed, a work crew removed one of the six cyclone covers. To supplement
the station’s mechanical crew, management called in a contractor to perform the boiler
work. The contractor’s boilermaker crews worked on the six cyclones for the next nine
days. The inspection of the cyclones determined that the vortex finders on Cyclones 1
and 5 had broken off the mounting ring flange to which they had been welded and had
fallen to the bottom of the cyclones. In addition, the same welds on Cyclones 2, 3, 4, and
6 were cracked and appeared to be ready to fall. There was also a significant amount of
ash accumulation both in the boiler and in the cyclones.

This observation suggested that the bed ash accumulation, referred to as agglomeration,
had apparently restricted primary air flow resulting in a loss of fluidization, which is also



referred to as slumping the bed. This, in turn, resulted in bed cooling, more
agglomeration, and ultimately the master fuel trip.

Working two shifts, it took the vacuum contractor over two days to remove all of the ash
and to allow access for further inspection and repair. To expedite the work schedule,
vortex finders on Cyclones 2, 3, and 6 were repaired in the cyclones, whiles vortex
finders on Cyclones 1, 4, and 5 were removed and repaired on the adjacent deck.

The vortex finders on Cyclones 2, 3, 4, and 6 were removed and repaired. The ring
flanges on all six cyclones were removed and all weld areas were reground. Two of the
rings were sent out to a metal shop to be straightened. While those rings were at the
shop, the contractor welded the remaining four rings onto the vortex finders and
reinstalled them back into the cyclones. When the other rings returned from the shop,
they were welded onto the vortex finders and reinstalled in the cyclones. All covers were
installed on the cyclones. The doors were bricked up and closed. The unit was then
returned to operations to be put into service.

A number of other corrective and preventative maintenance activities were completed
during the outage, including the following:

Repacked economizer hopper expansion joint.
Repacked backpass hopper expansion joint.

Removed and cleaned riser urea nozzles.

Completed Wood Yard systems inspections and repairs.
Tested bed temperature probes.

Inspected and cleared DP lines pluggage.

©C 0 0 0 0 O0



PSNH

FOSSIL STATION OUTAGE REPORT

QOutage Report No.: OR-2007-02 (MK2-01)

Station/Unit: Merrimack Unit No. 2
Dates: February 9 — February 13, 2007
Duration: 3.68 days

Immediate Cause:
The unit was removed from service as a result of excessive water usage.

Discussion/Remedy:

Unit 2 was removed from service due to excessive water usage indicating a tube leak.
Immediately upon shutdown, station personnel commenced a boiler inspection. Before
entering the lower furnace for the inspection, ash build-up on the overhead tubes was
removed in order to ensure the safety of the workers. Staging was then erected to provide
access to the superheater pendants. The staging consisted of four levels of planking
installed between the superheater’s intermediate and inlet pendants spanning the 36-foot
length of the boiler. The access provided by the staging enabled workers to search for the
leak in the secondary superheater inlet pendant. The leak was located on an exterior tube
at elevation 330°. The tube failed 3.5 feet below the roof tubes. The failed tube was bent
and severed.

Once the leak was located, scaffolding was suspended from the penthouse area in order to
gain access to the leading edge tubes of the secondary superheater inlet pendant. The
scaffolding provided a safe working space from which workers could remove and replace
the failed tube. It enabled them to perform non-destructive examination of other tubes in
the affected area as well as other tubes that were in the soot blowing lanes.

The repair required that the secondary superheater alignment castings on the inlet pendant
first be removed. Working from the scaffolding and the penthouse, workers removed and
replaced the failed tube. They also removed and repaired adjacent tubes that were
impacted by the severed tube. A total of 64 feet of tube that included two new lower
bends and required six welds was removed and replaced. A black-light inspection was
performed on the six welds to confirm that that they met code requirements. The inlet
pendant sections were then realigned and the alignment castings re-installed. The staging
and the suspended scaffolding were removed and a boiler pressure test was conducted on
the waterside tubes. The boiler and cyclone doors were closed and the unit was turned
over to operations.



The station took advantage of the shutdown and the staging to make other repairs to the
boiler that did not extend the startup critical path. These included water tube leaks in 2B,
2C and 2F cyclones, a leak above G cyclone on the firebox rear wall, and a leak on a
drain coupling in the tempering duct.

The tube failure that caused the shutdown, located near the top of the inlet pendant at
elevation 330’ was the first one to occur in this area. Prior failures were on the bottom of
the leading edge tubes around elevation 322°. During the 2006 annual overhaul, the
station conducted ultrasonic testing (UT) of the secondary superheater tubes. The
readings indicated that coal ash corrosion was present throughout the inlet bank. Asa
result, some tubes in the lower loops were pad welded and shielded during that outage.

The most practical way of identifying and addressing all tubes in the superheater inlet
pendants at risk of developing a leak due to wall thinning by the coal ash is to replace the
entire bank of 23 pendants. This is because coal ash corrosion can cause significant wall
thinning in one isolated location on a single tube while leaving the rest of the tube and
adjacent tubes intact. Visual inspection and non-destructive examination techniques
cannot cover one hundred percent of the tubes and UT is not completely reliable for tubes
encrusted with coal ash. Replacement of the secondary superheater inlet pendant bank
was therefore scheduled for the spring 2008 annual overhaul. Extensive turbine work had
already been scheduled for this outage thereby allowing sufficient time to replace the
tube bank without impacting the existing critical path for the outage. In the interim, in
order to minimize the risk of tube failure before replacement of the bank, enhanced
inspections were made during the spring 2007 annual overhaul. This included
realignment of the secondary superheater inlet pendants, visual inspections and non-
destructive examinations.

A number of other corrective and preventative maintenance activities were completed
during the outage, including the following:

o Completed preventative maintenance on 2A and 2B gas recirculation fans.

o Cleaned and inspected the heat exchangers.

o Completed preventative maintenance and repairs as necessary on the slag tank
equipment.

o Inspected all primary and secondary air dampers.

Cleaned forced draft fan preheat coils.

Completed preventative maintenance on 2A and 2B FD fans and associated

equipment.

Cleaned all coal feeder motors.

Repaired 14 rappers in the original precipitator.

Tested SCR by-pass damper.

Adjusted packing on Daca valve on the turbine oil system.

Brush cleaned both sides of the condenser.

Vacuumed various boiler areas as necessary.

Performed a complete boiler inspection.
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Cleaned boiler nose, SSH and VRSH pendants of ash.
Repaired casing leaks.

Repaired 2B, 2C, and 2F cyclone leaks.

Repaired wall tube leak above G cyclone in the fire box.



PSNH

FOSSIL STATION OUTAGE REPORT

Outage Report No.: OR-2007-03 (SR5-05)

Station/Unit: Schiller Unit No. 5
Dates: February 9 — February 16, 2007
Duration: 6.84 days

Immediate Cause:
The unit came off-line due to a master fuel trip caused by a loss of furnace temperature.

Discussion/Remedy:

During a 4-to-5-day period prior to the unit being taken off-line, load reductions had been
necessary as a result of erratic furnace bed temperatures. The apparent cause was the loss
of wood feed on one side of the furnace on February 4. Low furnace temperatures caused
a crust to develop on the bed resulting in a master fuel trip of the boiler. The residual
heat of the boiler was sufficient to supply steam to the turbine for a period of time, so the
unit was kept on-line.

During that time, station personnel attempted to break up the crust by reducing load and
wood feed rate while using the gas-operated start-up boiler (SUB) to continue to heat the
bed material. Bed temperatures, however, remained low and on February 9, there were
indications that Cyclone 5 was plugged. To avoid possible damage that additional
cyclone pluggage could cause, it was decided to take the unit off-line.

With the unit off-line, the boiler was vented and drained while the forced draft and
induced draft fans were left on to cool the boiler and allow access for inspection and
repair. Initial inspection found Cyclones 1, 2, and 6 relatively clear of pluggage while
Cyclones 4 and 5 were plugged with ash. The cyclones were vacuumed and inspected.
The inspection found that, in Cyclone 3, the structural member normally connected to the
bottom of the vortex finder had become detached and fallen through the downcomer to
the bottom of the cyclone.

The low furnace temperatures had caused the bed sand to agglomerate (form into lumps).
The agglomerated bed sand then had to be broken up and vacuumed out of the tuyere
area, which took a number of days. The covers on the cyclones that had been removed
for access were reinstalled, the furnace doors were bricked up and closed, and the unit
was turned over to operations.



At this point, operators then transferred replacement bed material into the boiler and the
SUB was ignited to initially heat-up the unit. During the start-up process, Cyclone 5
became plugged. The fires were put out, the bed sand was removed and the boiler
cooled. The vacuum contractor then unplugged Cyclone 5’s downcomer leg. The other
five cyclones were also re-inspected and found to be clear. Replacement sand was added
and the unit was then re-started without incident.

A number of other corrective and preventative maintenance activities were completed
during the outage, including the following:

Completed wood yard systems inspections and repairs.

Replaced Dwyer DP gauge/switches for Wood Silo #1 Dust Collector.
Cleaned, inspected and repaired as necessary a variety of valves.
Installed instrument air isolation valves for cyclone flowrators.
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PSNH
FOSSIL STATION OUTAGE REPORT

Outage Report No.: OR-2007-04 (MK1-01)

Station/Unit: Merrimack Unit No. 1
Dates: March 22 - March 26, 2007
Duration: 3.54 days

Immediate Cause:
The unit was removed from service to perform planned preventative maintenance after
operating continuously through the winter period.

Discussion/Remedy:

The preventative maintenance outage ended over 107 days of continuous operation that
spanned the entire winter period. This was the ninth-longest continuous run in the unit’s
47-year history. Several considerations led to management’s decision to shutdown for a
planned preventative outage at this time. First, the long run built up a large number of
priority backlog items that required a shutdown for completion. Second, Unit 2 was
scheduled for an overhaul in April. A shutdown at this time, allowing completion of a
significant portion of the maintenance backlog, would increase confidence in the ability
of Unit 1 to operate through what would be a five-week Unit 2 outage and on into the
summer peak period. Finally, the outage could be conducted in a relatively low-demand
period.

During the outage, a complete inspection of the boiler was conducted. It included
steamside and waterside tubes as well as 1A and 1B air heaters. Water washing of 1A
and 1B air heaters and replacement of the lower circumferential seals governed the
outage’s critical path. All bottom circumferential seals on both air heaters and a portion
of the upper seals were replaced. The cold end baskets were inspected and did not need
to be replaced. One boiler water tube leak in the firebox was identified and repaired.
Both condensers were brush cleaned.

In parallel, a sizable amount of backlog and priority backlog maintenance was completed.
This included extensive inspection and maintenance of both Boiler Feed Pumps. A valve
contractor was also brought in to re-pack, rebuild and repair a number of valves. In all,
over one hundred backlog jobs were completed.



Other outage maintenance activities including the following:
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Cleaned 1A & 1B primary fan coils.

Cleaned ammonia injection nozzles.

Inspected original electrostatic precipitator.

Replaced a number of collector ring brushes.

Cleaned cooling water heat exchanger.

Brush cleaned condenser.

Vacuumed a number of boiler areas including the SCR, precipitator and
associated ducts.

Performed a complete boiler inspection.

Repaired leaks on 1B and 1C cyclone cooling jackets.

Replaced 1A and 1B precipitator inlet duct expansion joints.

Removed, repaired casing, and replaced lagging and insulation to access and
inspect the precipitator inlet ducts.



PSNH

FOSSIL STATION OUTAGE REPORT

Outage Report No.: OR-2007-05 (SR4-03)

Station/Unit: Schiller Unit No. 4
Dates: March 26 — March 30, 2007
Duration: 4.36 days

Immediate Cause:
The unit was taken offline due to excessive water caused by a superheater tube leak.

Discussion/Remedy:

Upon shutdown, the unit was vented and drained. The forced draft and induced draft fans
were left on for cooling. The vacuum contractor was notified and requested to begin
cleaning the unit when it was sufficiently cool, safe, and accessibie. The boiler was filled
and the leak was located in the superheater on the eighth tube back from the west on the
first pendant off of the south wall at Elevation 75°. The boiler inspection indicated that
the screen tubes were not plugged and that the ash build-up was minimal. Vacuuming
was conducted in the kicker baffle and super heater hopper areas.

Two crews were established to begin repairs to the leaks. It was apparent that the leak
was caused by ash erosion. A section of the steel wall on the south side was removed for
access and the repair was made by pad welding the leaking tube. Upon completion of
welding, a boiler hydro was performed to look for additional leaks. During the fill a
second leak was found in the superheater section. The leak was small and on an old pad
weld. The tube pendants were spread to get to the tube. A pad weld repair was
completed. The boiler was filled and the hydro continued to check for additional leaks.
Another small leak was located in the furnace area in the middle of the south wall at
Elevation 40°. A sky climber was required to access this leak. Once it was pad welded,
the boiler was filled, a hydro conducted and no leaks found. Pins to hold the tiles were
installed in the superheater and kicker baffle. The refractory vender reinstalled all tile
and made one poured seal in the kicker baffle. Poundable refractory was used to seal up
the hole on the south wall on Elevation 75°. The boiler skin was reinstalled after the hole
was filled with refractory. All boiler doors were closed and boiler was turned over to
operations to be placed in service.



A number of other corrective and preventative maintenance activities were completed
during the outage, including the following:

Replaced the collector brushes.

Inspected the precipitator inlet duct.

Checked and tested the main transformer high side bushings.
Cleaned and inspected the main fuel oil shut off valve.
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PSNH

FOSSIL STATION OUTAGE REPORT

Outage Report No.: OR-2007-06 (SR6-05)

Station/Unit: Schiller Unit No. 6
Dates: April 29 — May 7, 2007
Duration: 7.47 days

Immediate Cause:
Unit 6 was taken off-line when excessive water leakage indicated a tube leak.

Discussion/Remedy:

The boiler was depressurized, cooled, drained and isolated for repairs. During the initial
inspection by station personnel, wet refractory at the bottom of the drum indicated
leakage at the tube-to-drum sheet rolls. The boilermaker contractor was notified and
requested to mobilize manpower and equipment.

To identify the leakage location, the boiler was filled to the steam drum and tiles were
removed from the roof of the kicker baffle for access to the bottom of the drum. After
completion of the fill, the boiler was drained and the steam drum was opened and cooled.

The steam drum internals were removed and boilermakers re-rolled 24 tubes in the drum.
The drum was closed and the boiler was filled for a hydro. With the fill, there were no
apparent leaks in the generation tube rolls. However, a small pinhole leak was
discovered in a generation tube weld above Elevation 65” on the first row from the east.
The boiler was drained to below the generation tube leak. The refractory contractor
removed boiler tiles to allow access to the leaking tube. The leak was repaired and the
steam drum internals were reinstalled.

With the leak repaired, the fill was continued and the hydro performed. The hydro
identified a number of additional generation tube roll leaks. The boiler was drained and
the steam drum and mud drum were opened and cooled. All steam drum internals were
then removed.

A representative from EASCO tool, the manufacturer of the tube rolling equipment, was
brought on site to ensure that the tube rolling equipment was functioning properly, that
the rolling dies were correct, and that the tube rolling process was correct. Once this was
confirmed, all 240 generation tubes were rolled twice. The inside diameters of the tubes
were then measured to ensure that the rolls were correct.



The steam and mud drums were closed and the boiler was filled for another hydro. The
hydro identified multiple leaks in the screen and roof tube rolls. Four rows of screen
tubes were rolled and the boiler was filled and a successful hydro finally achieved. With
all the leak repairs complete, the boiler was drained and the steam drum and mud drum
were opened and cooled. The internal parts were reinstalled into the steam drum. The
refractory contractor reinstalled the boiler tiles, the mud and steam drums were cleaned
and closed and the unit was returned to operations to be placed in service.

A number of other corrective and preventative maintenance activities were completed
during the outage, including the following:

o Completed inspection and repairs as necessary on the ID fan damper, ID fan, and
associated equipment.
o Replace steam root valve between 10™ and 18" stage feedwater heaters.



PSNH

FOSSIL STATION OUTAGE REPORT

Outage Report No.: OR-2007-07 (MK2-05)

Station/Unit: Merrimack Unit No. 2
Dates: May 29- June 1, 2007
Duration: 3.09 days

Immediate Cause:
The unit was removed from service as a result of excessive water usage due to an
economizer tube leak.

Discussion/Remedy:

Upon shutdown, once the boiler was cool and safe to enter, a boiler inspection was
conducted. Station personnel identified the cause of the excessive water usage to be
leaks in the economizer. The leaks were in the three top tubes of the 21 and the three
top tubes in the 22™ tube elements, about three feet from the west wall. Prior to repair,
the surrounding tubes in the area were visually inspected and the wall thicknesses were
checked through ultrasonic testing (UT). The inspection and testing determined that a
weld (dating back to initial installation) in the top tube of the 21* element had eroded as a
result of coal ash corrosion. This leak caused subsequent damage to the two 21% element
tubes below it as well as to the top three tubes of the 22™ element. As a result of the
failure, other tubes in the area that might have been impacted were visually and non-
destructively examined.

Three of the identified leaks were repaired by cutting out three-foot sections of tube and
installing Dutchmen and three were repaired with pad welds. Three other small leaks
were found during the inspection of the boiler and repaired with pad welds. Two other
tubes with indications of washout were also repaired.

After all the leaks were repaired, a boiler pressure check was performed. Upon
successful completion of this test, the boiler doors were closed and the boiler was turned
over to operations.

The economizer elements are original equipment and were about 40 years old at the time
of these tube failures. Recognizing the potential for leakage because of their age and
susceptibility to coal ash corrosion, the station conducted extensive visual inspection and
UT during the 2006 annual spring overhaul as well as the 2007 spring overhaul that was
completed the month before this outage. During the overhauls, the boilermakers
completed corrective and preventive maintenance on the economizer that included pad



welding of thin-walled tubes, tube replacement (Dutchmen), alignment strap and tube
hanger repair, additional tube shielding, and header protection baffle repair. Coal ash
corrosion, however, can cause significant wall thinning in one isolated location on a
single tube while leaving the rest of the tube and adjacent tubes intact. In addition, visual
inspection and non-destructive examination techniques cannot cover one hundred percent
of the tubes and UT is not completely reliable for tubes encrusted with coal ash. This
area will continue to be monitored as part of the overall boiler inspection program. No
additional leaks have occurred in this area.

A number of other corrective and preventative maintenance activities were completed
during the outage, including the following:
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Replaced shaft seals on 2A and 2B gas recirculation fan.

Inspected and cleaned flyash line to boiler on the SCR supplemental precipitator
system.

Inspected cyclone stress-trol hangers.

Inspected limestone additive system.

Checked programs and limit switches on the SCR inlet dampers.

Inspected and cleaned both sides of the condenser (east and west water boxes).
Performed a complete boiler inspection.



PSNH
FOSSIL STATION OUTAGE REPORT

Outage Report No.: OR-2007-08 (MK1-02)

Station/Unit: Merrimack Unit No. 1
Dates: June 22 - June 25, 2007
Duration: 2.42 days

Immediate Cause:
The unit was removed from service to perform planned preventative maintenance and to
prepare the unit to run reliably through the peak summer period.

Discussion/Remedy:

This preventative maintenance shutdown ended an 89-day run. A complete boiler
inspection was completed and did not reveal any boiler water tube leaks. The water
washing of 1A and 1B air heaters governed the outage’s critical path. During the outage,
an inspection was conducted of both sets of circumferential seals in air heaters 1A and
1B. The lower seals that were replaced during the March outage, as well as the upper
seals, were determined to be in good condition. The cold end baskets were also inspected
and did not need replacement. The condenser was inspected and the brushed clean along
with the cooling water heat exchanger. The SCR was prepared for summer operation.

In parallel, a sizable amount of backlog and priority backlog maintenance was completed.
Other maintenance work activities done during the outage include the following:

o Opened A, B, and C cyclone doors.

o Cleaned and repaired slag rodder port.

o Welded hardfacing on 1-A and 1-C cyclone door coal chutes.

o Changed the oil in 1-A and 1-B forced draft fan inboard and outboard motor
bearings.

o Inspected and cleaned A, B, and C blast gates.

o Inspected and cleaned A, B, and C coal feeders.

o Inspected and cleaned 1A and 1B primary fan coils.

o Greased 1A and 1B forced draft fan inlet and outlet dampers.

o Greased and tested 1A and 1B forced draft fan preheater coil drip return pumps.

o Inspected all components, greased crusher, and adjusted chain on slag tank.

o Cleaned ammonia injection nozzles.

o Repaired casing leak below SCR inlet damper (south).

o Inspected original electrostatic precipitator.



PSNH

FOSSIL STATION OUTAGE REPORT

Outage Report No.: OR-2007-09 (SR5-17)

Station/Unit: Schiller Unit No. 5
Dates: June 22 — June 29, 2007
Duration: 6.67 days

Immediate Cause:
Planned maintenance outage.

Discussion/Remedy:

This maintenance outage was coordinated with ISO to complete a number of boiler items
that had been identified over a six to eight week period. The new boiler had experienced
periodic high cyclone temperature excursions as well as air and fuel swings which were
limiting the firing capability and often causing a reduction in boiler steam output. PSNH,
working with the boiler manufacturer, Alstom, developed and carried out a systematic
approach to resolving the operational constraints with the unit on-line. The adjustments
made some improvements; however, several outage activities were still necessary to
improve the performance of the unit. To complete the required off-line activities,
maintenance outage was planned for June 22, late Friday afternoon.

The outage activities included work on the primary air system, cleaning the tuyeres,
replacing the bed material, and cleaning and inspecting the cyclones. More specifically,
the outage focused on the primary air system constraints that were impacting operations.
This included stroking the forced draft, induced draft, secondary air, and dilution
dampers; inspection of the FD fan silencer and ductwork, furnace and in-bed tubes, the
ID fan, and the tuyeres and inlet plenum. The airflow limitation was determined to be the
result of a significant amount of debris build-up on the inlet side of the tuyeres that
reduced the amount of airflow to the furnace. This, in turn, resulted in agglomeration of
the furnace bed and a reduction in fluidization, leading to lower furnace temperatures and
reductions in steam output.

The tuyeres were cleaned and all bed material was removed and replaced. The cyclones
were also inspected and cleaned. No other issues associated with the operational
problems experienced prior to the outage were identified during the outage inspections.

During the outage, numerous other corrective and maintenance activities were completed,
including the following;:
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Worked on cyclone water spray system.

Performed calibration check condenser leg temperature East & West indication
loops.

The air slide stone were replaced on both the economizer and backpass ash
removal systems.

Replaced 22 feet of ash removal pipe along the west wall of the baghouse.
Replaced leaking elbow and reworked piping on the cooling water make-up line.
Changed oil and repacked all (4) stuffing boxes.

Stroked FD Fan dampers.

Stroked Dilution Air dampers.

Stroked SUB Pilot dampers.

Inspected, cleaned and repaired cyclone thermocouples.

Completed preventative maintenance on the ID Fan.

Completed preventative maintenance on both FD Fans.

Completed turbine tin-work installation.

The wood yard outage included routine preventive maintenance and inspection
items as well as corrective maintenance.

Weld repaired #1 and #2 wood feeder pantlegs.

Installed hinges on cyclone side of #2 wood silo screw feeder pantlegs, both sides.



PSNH

FOSSIL STATION OUTAGE REPORT

Outage Report No.: OR-2007-10 (SR5-19)

Station/Unit: Schiller Unit No. 5
Dates: September 3 — September 8, 2007
Duration: 4.89 days

Immediate Cause:
The unit was taken off line due to furnace bed agglomeration.

Discussion/Remedy:

The unit was removed from service due to an agglomeration formed on the bed material.
The station had been monitoring high circulating water discharge temperatures for a
couple of weeks. To improve the water discharge temperature, a water box cleaning was
planned. During a water box cleaning, one half of the condenser is isolated which
requires steam flow and load to be reduced. The steam flow is reduced during this
activity to match a load of 15-20 MW. As load is reduced, the operator must both reduce
fuel input and remove bed sand from the boiler. While bringing the plant through this
transition, the operator also monitors differential pressure (DP) across the bed in order to
ensure that the appropriate temperature for the plant condition is maintained. Cleaning
one-half of the water boxes at a time is not uncommon at Schiller Station, but brand new
to its application to the wood boiler and its very different operational characteristics.

On September 2 at 2000, the operator began to drop load for the purpose of cleaning the
water boxes. As the operator reduced load, the bed DP increased which, in turn, allowed
the average bed temp to drop to about 1225F, below the minimum operating value of
1350F. To correct this, the operator lit off the startup gas burner (SUB). This resulted in
the boiler airflow to swing. At this point, the condenser cleaning had been completed so
the operator also increased the wood feed rate. These actions caused the bed temperature
to fluctuate quickly between about 1600F and 1250F during a one-half-hour period. The
boiler was stabilized but the operator observed cyclone temperature excursions and
significant variations of bed temperatures that suggested bed material problems.
Attempts continued for the next several hours to correct the problem utilizing the SUB
and varying air flows. Ultimately, the decision was made to take the unit off-line.

With the unit off-line, the boiler was vented and drained while the forced draft and
induced draft fans were left on to cool the boiler and allow access for inspection and
repair. Two crews were quickly established to work the day and the night shift. Upon
inspection, an excess of bed material was found in the furnace despite the operator’s



attempts to reduce it during the previous night’s power reduction. Most of the excess bed
material was piled up on the west side. The estimated amount of material in the furnace
was 100 tons. The bed material was relatively soft, but had enough agglomeration to
prevent it from being removed with the bed material removal system. It, therefore, had to
be manually vacuumed from the tuyere area. This took four days. In parallel, the
vacuum crews also cleared out the cyclone dip legs that were plugged and forced air
through the tuyeres to make sure they were not plugged. The boiler doors were bricked
and closed and the unit was turned over to operations to be put into service.

During the outage a number of other corrective and preventative maintenance activities
were completed, including the following:

o Repacked 18" stage bleeder check.
o Changed flange gasket on feed water flow orifice.
o Cleaned and repaired bed ash piping equipment in various locations.



PSNH
FOSSIL STATION OUTAGE REPORT

Outage Report No.: OR-2007-11 (MK1-03)

Station/Unit: Merrimack Unit No. 1
Dates: September 20 — September 24, 2007
Duration: 3.39 days

Immediate Cause:
The unit was removed from service to perform planned preventative maintenance after
operating continuously through the summer period.

Discussion/Remedy:

The preventative maintenance outage ended an 81-day run through the peak summer
period. During the outage, a complete boiler inspection was conducted as well as a
thorough inspection of 1A and 1B air heaters and associated equipment. Water washing
of 1A and 1B air heaters governed the outage’s critical path. An inspection was
conducted of both sets of circumferential seals in air heaters 1A and 1B. All of the
bottom circumferential seals on both units and a portion of the upper seals were replaced.
The cold end baskets were inspected and did not need to be replaced.

One boiler water tube leak in the firebox was identified and repaired. The condenser was
inspected and brushed cleaned along with the cooling water heat exchanger.

In parallel, a sizable amount of backlog and priority backlog maintenance was completed.
Other work items completed during the outage, apart from those items discussed above,
include the following:

o Opened A, B, and C cyclone doors.

o Inspected the five butterfly dampers in the dilution air lines to each ammonia
injection nozzle.

o Opened both boiler steam drum doors, tightened some acorn nuts, and closed
doors.

o Washed out trough on the slag tank.

o Cleaned the cooling water heat exchanger.

o Inspected inboard bearing and replaced outboard bearing on 1B forced draft fan
motor.

o Removed insulation and the old material from the intakes of the fan coils.

o Inspected and cleaned 1A and 1B primary fan coils.

o Greased 1A and 1B forced draft fan inlet and outlet dampers.
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Inspected all components, rebuilt gate, greased crusher, and adjusted chain on slag
tank.

Cleaned ammonia injection nozzles.

Inspected 1A and 1B air preheater steam cleaning devices.

Repaired screen tube # 29 from south to north.

Repaired tube leak in C cyclone on the knee bends.

Pad welded A and C cyclone doors.

Sealed the north drain valve plug on OCB G-1.

Inspected original electrostatic precipitator.

Replaced all collector ring brushes.

Tested dampers on 1A forced draft fan outlet damper drive.

Vacuumed the SCR inlet, breech room, north economizer shelf, precipitator
penthouse, firebox, bullnose, demineralizers, and precipitator hopper room.
Water washed 1A and 1B air preheaters.



PSNH

FOSSIL STATION OUTAGE REPORT

Outage Report No.: OR-2007-12 (MK2-07)

Station/Unit: Merrimack Station Unit No. 2
Dates: September 24 — October 4
Duration: 10.2 days (4.69 days MO, 5.92 days extension)

Immediate Cause:
The unit was removed from service to perform planned preventative maintenance and the
outage was extended as a result of a feedwater flow nozzle failure.

Discussion/Remedy:

Unit No. 2 was removed from service on September 24 to perform planned preventative
maintenance after operating for 113 continuous days through the summer peak load
period. This was the fifth-longest run in the 39-year history of Unit No. 2. The
maintenance outage was initiated at this time to take advantage of the relatively low-
demand period and to address maintenance items that had built up and during the long
run and which required a shutdown for completion

During the shutdown, the station completed work on many priority backlog items
including a boiler inspection. The boiler inspection identified sixteen water tube leaks
that were repaired during the outage. During start-up from the outage on September 28,
operators observed that feedwater flow indications were not consistent with other plant
parameters. As a result, the unit was shut down for investigation. Boroscope
examination discovered that the feedwater flow nozzle had become detached. The
feedwater flow nozzle is a nozzle-shaped pipe, welded inside the feedwater line, which
measures the amount of feedwater delivered by the boiler feed pump to the boiler. The
nozzle was welded to the pipe during initial installation.

The repair required that a large section of pipe (14 feet long with 1.5-inch wall thickness)
be cut out the feedwater line. The detached flow nozzle and the length of pipe were
hauled to the machine shop where the flow nozzle was repaired and re-welded to the
inside of the pipe. The repaired nozzle, now attached to the feedwater line section, was
then shipped to Alden Laboratories for calibration. When it was returned to Merrimack
Station, the ends of the pipe had to be weld-prepped and the pipe welded back into place.
Once the welding was complete, the joints were radiographically inspected and stress



relieved. After a natural cool down of the piping the unit was ready for start-up. In
parallel with this repair, a spare flow nozzle was ordered, and a new one was
manufactured by our machine shop, as part of a contingency plan. As a result of this
incident, a program to inspect and replace other flow nozzles throughout the system was
implemented.

A number of other corrective and preventative maintenance activities were completed
during the outage, including the following:

Opened and closed all 7 cyclone doors.

Completed preventative maintenance on 2A gas recirculation fan.

Checked 2A and 2B forced draft fan for balance.

Tested and operated SCR bypass damper guillotine.

Installed new primary superheat bypass valve (PCV-7B 202B)
Disassembled, inspected, and cleaned the turbine auxiliary governor.
Cleaned 2A and 2B slag tank troughs.

Inspected and replaced gate, piston, cylinder, guide rails and associated internals
on slag tank.

Inspected 201 valves

Performed troubleshooting exercise on 202A and 202B primary superheat bypass
valves, seated and stroked.

Inspected the old and new electrostatic precipitator.

Performed generator rotor grounding brushes inspection

Upgraded controllers in the supplemental precipitator.

Inspected and brush cleaned both sides of the condenser (east and west water
boxes).

Brush cleaned the cooling water heat exchanger.

Performed a complete boiler inspection.

Repaired leak in 2C cyclone radial burner cooling water jacket.

Repaired a variety of casing leaks
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PSNH Hydro Outages — T&D Issues - 2007

1 (A) —Canaan — 1/6/2007 15:52
DIR: n/a
Trouble Report: 159534

A tree fell on the distribution circuit 355X7 from outside the trim zone on Jordan Hill Rd.
The 10T fuse at the tap off the 355 line cleared the fault in the same time frame as the
generator tripped off line. There were no breaker operations on the distribution system.
This will be further reviewed by Distribution Protection and Control.

2 (B) — Garvins — 2/28/2007 12:13

DIR: 07-22-28-01

Trouble Report: 163314
The 3320 breaker at Garvins Substation failed and the unit tripped off line at the same
time due to the resulting disturbance. This will be further reviewed by Distribution

Protection and Control.

2 (A) — Hooksett — 2/28/2007 12:13

DIR: 07-22-28-01

Trouble Report: 163314
The 3320 breaker at Garvins Substation failed and the unit tripped off line at the same
time due to the resulting disturbance. The feed to Hooksett Hydro was lost for nine

minutes until loadbreak switch 355J2 was closed via radio control by ESCC.

4 (B) — Canaan — 3/23/2007 00:19

DIR: 07-03-23-01

Trouble Report: 182488
Lightning caused a pole fire at pole 21%2 on circuit 355X at 23:23 on 3/22/2007. In order
to allow the local fire department to put out the fire it was required to drop the line from
the 0355 breaker at Lost Nation. This action caused an outage to Canaan Hydro. This

will be further reviewed.

5 (A) — Ayers —3/31/2007 17:28

DIR: 07-03-31-01

Trouble Report: 164719
Tree fell on the 3114 Line at pole 70/35 Old Bristol Rd, New Hampton. The trouble was
isolated by a current limiting fuse at pole 30/55 afier one trip and reciose of the 3114
breaker at Pemigewasset Substation. The unit tripped off line at the same time due to the
resulting disturbance. This will be further reviewed by Distribution Protection and

Control.




6a (A) — Jackman — 4/5/2007 00:44

DIR: 07-04-05-24

Trouble Report: 165213
A limb fell due to heavy snow and ice onto circuit 3140 at pole 77. The 3140 breaker
tripped and reclosed twice and the voltage sensing switch 3140J3 opened to isolate the
fault. The unit tripped off line at the same time due to the resulting disturbance. This

will be further reviewed by Distribution Protection and Control.

6b (B) — Jackman — 4/5/2007 02:40

DIR: 07-04-05-24

Trouble Report: 165327
A limb fell due to heavy snow and ice onto circuit 3140 at pole 70. The 3140 breaker
tripped and reclosed twice and the voltage sensing switch 3140J3 opened to isolate the
fault. The unit tripped off line at the same time due to the resulting disturbance. This
will be further reviewed by Distribution Protection and Control.

6¢ (B) — Hooksett — 4/5/2007 03:12

DIR: 07-04-05-17

Trouble Report: 167284
The cutouts for distribution tap 335FX2 flashed over during a heavy snow and ice storm.
This caused operations of 332 breaker at Garvins and 335 breaker at Rimmon. The feed
to Hooksett Hydro was lost until faults were cleared and switching was completed to

restore service.

6¢ (C) — Jackman — 4/5/2007 03:12

DIR: 07-04-05-26

Trouble Report: (various) 166271, 165822, 171252
There were numerous line faults and breaker operations resulting from heavy wet snow
and ice accumulation in PSNH service territory. As a result, limbs and trees contacted
lines in numerous locations. While specific operations cannot be identified at the same
time as the trip, it is felt that the unit tripped off line due to the resulting disturbance(s).

6d (D) — Jackman — 4/5/2007 05:30

DIR: 07-04-05-24

Trouble Report: (various)
There were numerous line faults and breaker operations resulting from heavy wet snow
and ice accumulation in PSNH service territory. As a result, limbs and trees contacted
lines in numerous locations. While specific operations cannot be identified at the same
time as the trip, it is felt that the unit tripped off line due to the resulting disturbance(s).




6e (F) — Jackman — 4/5/2007 06:32

DIR: 07-04-05-24

Trouble Report: (various)
There were numerous line faults and breaker operations resulting from heavy wet snow
and ice accumulation in PSNH service territory. As a result, limbs and trees contacted
lines in numerous locations. While specific operations cannot be identified a the same
time as the trip, it is felt that the unit tripped off line due to the resulting disturbance(s).

6f (G) — Jackman — 4/5/2007 08:50

DIR: 07-04-05-13

Trouble Report: 165808
There were numerous line faults and breaker operations resulting from heavy wet snow
and ice accumulation in PSNH service territory. As a result, limbs and trees contacted
lines in numerous locations. While specific operations cannot be identified a the same
time as the trip, it is felt that the unit tripped off line due to the resulting disturbance(s).

7 (D&C) — Amoskeag —4/11/2007 06:00

DIR: 07-04-11-01

Trouble Report: 170243, 170817
Cutouts at the 312FX2 tap flashed over due to an animal contact, causing breaker 312 at
Eddy Substation tripped and reclosed twice. The fault was isolated by voltage sensing
switch J8712. The unit tripped off line at the same time due to the resulting disturbance.
This will be further reviewed by Distribution Protection and Control.

8 (D) — Garvins — 4/16/2007 07:48

DIR: 07-04-16-16

Trouble Report: momentary
A momentary fault on the 374 line occurred at 07:47 due to an unknown cause during ice,
sleet and snow conditions. This caused breaker 374 to trip and reclose once. The unit
tripped off line at the same time due to the resulting disturbance. This will be further

reviewed by Distribution Protection and Control.

9a (C) — Canaan — 4/16/2007 10:01

DIR: 07-04-16-02

Trouble Report: *
There were numerous line faults and breaker operations resulting from heavy wet snow
and ice accumulation in PSNH service territory. As a result, limbs and trees contacted
lines in numerous locations. While specific operations on the 355 line cannot be
identified at the same time as the trip, it is felt that the unit tripped off line due to the
resulting disturbance(s).




9b (D) — Canaan — 4/16/2007 13:30

DIR: 07-04-16-02

Trouble Report: 168515, 169248
There were numerous line faults and breaker operations resulting from heavy wet snow
and ice accumulation in PSNH service territory. As a result, limbs and trees contacted
lines in numerous locations. While specific operations on the 355 line cannot be
identified at the same time as the trip, it is felt that the unit tripped off line due to the
resulting disturbance(s). The unit was left off line due to the storm activity on the

distribution system.

10 (E) — Canaan — 4/21/2007 17:54

DIR: n/a

Trouble Report: *
PSNH service territory was experiencing high winds and rain. It is believed that
distribution line oil circuit recloser OCR 355 tripped and reclosed causing momentary
loss of voltage to the unit. This prompted a signal from the hydro to ESCC indicating

that the unit tripped off line.

11 (F) — Canaan — 5/11/2007 18:31

DIR: n/a

Trouble Report: *
PSNH service territory was experiencing a thunder storm. It is believed that distribution
line oil circuit recloser OCR 355 tripped and reclosed causing momentary loss of voltage
to the unit. This prompted a signal from the hydro to ESCC indicating that the unit

tripped off line.

12 (K) — Eastman — 5/31/2007 20:26

DIR: 07-05-31-01

Trouble Report: 172867
PSNH was experiencing lightning in the area. Breaker 337 at Webster Substation
tripped, reclosed, and tripped to lockout causing an outage to Eastman. At the same time,

unit G2 at Eastman tripped.

13 (H) — Jackman — 6/02/2007 17:11
DIR: n/a
Trouble Report: *
PSNH was experiencing lightning in the area. There may have been momentary faults

and there were no breaker operations at the same time as the trip. It is felt that the unit
tripped off line due to the resulting disturbance(s).



14 (L) — Eastman — 6/05/2007 13:17
DIR: n/a
Trouble Report: *
PSNH was experiencing lightning in the area. Also, the Eastman unit had a hydraulic

failure. The cause of the generator trip is under investigation.

15 (I) — Jackman — 6/11/2007 17:20

DIR: 07-06-11-02

Trouble Report: 173888
PSNH was experiencing lightning in the area. A trouble occurred at pole 3140/83 which
damaged a pole top insulator. This failure caused breaker 3140 to trip and reclose twice
which allowed voltage sensing switch 3140J3 to open, isolating the fault. The unit
tripped at the same time. This will be further reviewed by Distribution Protection and

Control.

16a (O) — Eastman — 7/15/2007 14:39
DIR: n/a
Trouble Report: 176355

PSNH experienced lightning in the area. As a result there may have been momentary
outages near this time. While specific operations cannot be identified at the same time as
the trip, it is felt that the unit tripped off line due to the resulting disturbance(s).

16b (C) — Hooksett — 7/15/2007 16:46

DIR: 07-07-15-07

Trouble Report: momentary
PSNH experienced lightning in the area. The 3320 breaker at Garvins and the 335
Breaker at Rimmon both tripped and reclosed as a result of a temporary fault. This

momentary loss of voltage caused the unit to trip at the same time.

17 (H) — Canaan — 8/25/2007 10:26

DIR: 07-08-25-07

Trouble Report: 178988
PSNH experienced a thunder storm in the area. Insulators broke off from a cross arm due
to wind at pole 355/512, causing the 0355 breaker to trip and reclose twice. This
momentary loss of voltage caused the unit to trip at the same time. Crews were
dispatched and the 355J10 was opened to repair the problem.




18 (G) — White Lake — 8/25/2007 20:45

DIR: 07-08-25-08

Trouble Report: *
There were numerous line faults and breaker operations resulting from lightning in the
area. As a result, there were numerous breaker operations causing associated voltage
disturbances. A CT-1 Lockout Alarm was received from the station by ESCC. It was
checked and reset. The unit was not running at the time.

20 (1) — Canaan — 9/27/2007 15:42
DIR: 07-09-27-01
Trouble Report: momentary
PSNH experienced lightning in the area. At 15:42 breaker 0355 at Lost Nation

Substation tripped and reclosed. This temporary loss of voltage tripped the unit.

26b (N) — Jackman — 11/30/2007 09:14
DIR: n/a
Trouble Report: n/a

The unit tripped off line during switching from TB33 over to the Mobile S/S for planned
work. There is no 69TT switch to disable a relay protection scheme. It would have been
necessary to lift some wires in order to disable this relay system which normally trips the
unit when transformer breaker TB33 is opened. However, these wires were not lifted
and, therefore, the relay scheme was not disabled prior to taking TB33 out of service.

* Additional Supporting documentation being pursued
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PSNH FOSSIL STEAM UNIT AVAILABILITY



PSNH Fossil Steam Unit Availability
January 2007 through December 2007

Merrimack | Merrimack | Newington Schiller Schiller Schiller
Unit 1 Unit 2 Unit 1 Unit 4 Unit & Unit 6
January 100.0% 100.0% 100.0% 98.3% 59.4% 88.4%
February 100.0% 86.8% 100.0% 100.0% 74.4% 92.5%
March 88.6% 100.0%} 96.5% 85.6% 98.0% 19:0%
April 100.0%  55.3% 55.7% 98.9% 547%
May 100.0% - 18.3% 100.0% 99.2% 80.3%
June 91.9% 97.3% 100.0% 100.0% 77.7% 79.5%
July 100.0% 100.0% 100.0% 99.9% 88.1% 100.0%
August 100.0% 100.0% 99.5% 99.8% 100.0% 100.0%
September 88.7% 78.9% 100.0% 100.0% 83.7% 87.0%
October 100.0% 87.4% 97.9% 88.2% 100.0%
November 100.0% 100.0% 100.0% 100.0% 100.0%
December 100.0% 100.0% 99.8% 100.0% 100.0% 100.0%
Planned Maintenance Outages
January 2007 through December 2007
Unit Month(s)
Merrimack 1 | No Al in 2007
Merrimack 2 | Apr,May
Newington Mar, Apr
Schiller 4 i
Schiller 5
Schiller 6
DEFINITION:

Equivalent Availability Factor - EAF:

(Available Hours - Equiv. Unit Derated Hours - Equiv. Seasonal Derated Hours) x 100

Period Hours
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Fossil Plant Graphs — Planned QOutages Included

Merrimack Unit 1 Historic Performance Data
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Fossil Plant Graphs — Planned Outages Included

Schiller Unit 4 Historic Performance Data
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Schiller Unit 5 Historic Performance Data
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Fossil Plant Graphs — Planned Outages Omitted
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Fossil Plant Graphs — Planned Outages Omitted
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